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Abstract

In contrast to time-evolving turbulence, direct numerical or large eddy simulations of spatially inhomogeneous flows

require turbulent inflow boundary conditions, that make the results strongly influenced by the velocity profiles to be

prescribed. This paper aims to present a new approach for generating artificial velocity data which reproduces first and

second order one point statistics as well as a locally given autocorrelation function. The method appears to be simple,

flexible and more accurate than most of the existing methods. This is demonstrated in two cases. First, direct numerical

simulations of planar turbulent jets in the Reynolds number range from 1000 to 6000 are performed. Because of the

importance of the primary breakup mechanism of a liquid jet in which inflow influences are evident, the new procedure

is secondly used, to study atomization in dependence of the flow inside the nozzle by means of a Volume of Fluid

scheme.

� 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

It is well recognized that besides the mathematical model and the numerical scheme, properly chosen

boundary conditions are of great importance in view of a good representation of a physical system. From a

mathematical point of view the imposition of exact boundary and initial values is a necessary condition for

a unique solution of the set of partial differential equations to be solved. For the case of turbulent flows, in

contrast to time-evolving turbulence, direct numerical or large eddy simulations of spatially inhomoge-
neous flows require turbulent boundary conditions. This fact makes the results strongly influenced by the

velocity data prescribed at the inflow and constitutes a vicious circle: Turbulence has to be prescribed at the

inflow in order to simulate turbulence. It depends on the flow and the question under consideration how
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far-reaching the consequences are. As demonstrated in [1–3], as well as in [4] the results of the direct nu-

merical simulation of a plane jet, a spatially developing boundary layer or the primary breakup of a liquid

sheet are very sensitive to the inflow conditions.

A lot of investigations have been carried out and different methods, to break through the above de-

scribed vicious circle (see also [4,5]), have been attempted. A basic rule is to design the computational

domain so that all boundaries are located far from the area of interest. Therefore the boundary problem is

partially a problem of computing time, but there are also imaginable flow configurations where the problem

cannot be solved by extending the computational domain, for example very complex or very short nozzles.
A most elegant way to avoid this problem is the use of periodic boundary conditions, which is unfor-

tunately restricted to a few geometries like the channel flow. Spalart [6] was able to extend the area of

application to a turbulent boundary layer by using coordinate transformations. However, according to [5]

Spalart�s approach is restricted to flows whose mean streamwise variation is small compared to the
transverse variation. A further disadvantage is the complexity of the method. Therefore, Lund et al. [4]

extended Spalart�s idea: An auxiliary simulation which produces its own inflow conditions by rescaling the
velocity field from a downstream location and re-introducing at the inflow, is used to extract instantaneous

planes of velocity. Therefore, one can speak from semi-periodic boundary conditions combined with a
separate simulation. A discussion to what extend periodic boundary conditions disturb large scale struc-

tures in the computational domain can be found in [7].

Closely connected to this technique are simulations which obtain inflow data from an auxiliary simu-

lation. For example in the case of a nozzle with a high length to diameter ratio, the flow can be regarded as

a fully turbulent channel flow and therefore be very well described by a channel flow simulation. This

procedure produces very good inflow conditions but remains restricted to some simple geometries and

implies additional computational effort. All the above mentioned methods are very satisfying from a

physical point of view, but often are not practicable. In the case of a plane jet a contraction nozzle is often
used experimentally, which produces a flat velocity and fluctuation profile. Theoretically it would be

possible to perform a DNS of this geometry, but the question would arise which boundary conditions

should be used for this simulation.

In view to generate boundary conditions only from the knowledge of the flow geometry and eventually

some experimental data, one possibility is, to extract the most amplified modes based on a solution of the

Orr–Sommerfeld equation, and to prescribe them at the inflow, as shown for example in [8]. However the

derivation of the Orr–Sommerfeld equation is based on a lot of simplifications, which are seldom fulfilled in

reality, and the flow field is not turbulent. On the other hand the method is well suited for the examination
of transition, because it is important that transition is not only triggered by roundoff errors of the numerical

scheme.

The simplest way to generate turbulent inflow data is to take a mean velocity profile with superimposed

random fluctuations. Fig. 1 shows that this is not a very good method. For random data generated by

standard procedures the energy of the signal is equally distributed over the whole wavenumber range, that

means the spectrum is approximately a horizontal line. Therefore, due to a lack of energy in the low wave

number range, the pseudo turbulence is immediately damped to zero, and the result is identical with a

laminar inflow. An improvement of this method, first presented by Lee et al. [9], will be discussed in Section
4 followed by a new proposal which is the object of this paper.

Intermediate in computational cost is the method by Bonnet et al. [10]. They combine the Proper Or-

thogonal Decomposition with a Linear Stochastic Estimation to generate a realistic velocity profile by using

expensively measured time series and correlation functions. Their method has been successfully used for the

simulation of a mixing layer.

If periodic boundary conditions are excluded for reasons of the flow geometry and if it is not possible to

perform an auxiliary simulation, one finds in the situation to generate artificial inflow velocity profiles,

which should capture the essential properties of the flow.
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In order to present the methodology used in this work, we recall in the following section the governing

equations and the numerical technique needed for the simulations. The new method of generation of ar-

tificial inflow data is then presented in Section 4, after shortly outlining the conventional approach in

Section 3. Some applications are presented and discussed in Section 5. They consist of a simulation of a

monophasic plane jet and a (two-dimensional) simulation of a water film ejected into air. Finally some

conclusions will close the paper.

2. Governing equations and numerical technique

For the points to be addressed, we deal with the following set of conservation equations in their in-

stantaneous, local form. The continuity equation in an incompressible formulation

oui
oxi

¼ 0 ð1Þ

and the Navier–Stokes equation

o

ot
quið Þ ¼ � o

oxj
quiuj
� �

þ o

oxj
l

oui
oxj

�
þ ouj

oxi

�
� op
oxi

þ oTsðijÞ
oxj

: ð2Þ

As usual q denotes the density and l the molecular viscosity. In Eq. (2) the consideration of two phase flows
is included through the interfacial stress tensor TsðijÞ to be modeled below. The interface between the two
immiscible fluids is implicitly given by the volume fraction F which is advected by the following equation

oF
ot

þ ui
oF
oxi

¼ 0: ð3Þ

At the interface, continuity of fluid velocity is assumed, that means the limiting values of velocity uL and uG
are identical. In (2) the interfacial tension stress acting between the two fluid phases is usually modeled by

considering only the inviscid term and assuming it to be a constant [11]

Ts ¼ rðI � nnÞds and r � Ts ¼ 2rjnds; ð4Þ

where r denotes the surface tension, n the unit normal on the surface, j the mean curvature, ds a Dirac

function concentrated on the surface and I the unit tensor. An extension of this formulation, in which a
surface deformation rate has been taken into account, may be found in [12].

Fig. 1. Influence of conventional inflow boundary conditions on the simulation of a plane jet. Comparison between inflow with zero

fluctuations, random fluctuations and fluctuations from an external channel flow DNS.
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Eqs. (1) and (2) are solved, using a finite volume technique on a cartesian mesh. The variables are located

on a staggered grid. For spatial discretization central differences or especially for high density ratios a TVD

scheme is used. Temporal discretization is an explicit third order Runge–Kutta-method. The Poisson

equation is inverted with a direct fast elliptic solver. In the case of a two phase flow, a Multigrid Solver with

Galerkin coarse grid approximation is used.

To account for the advection of the interface in the frame of two phase flows, a Volume-of-Fluid scheme

with PLIC interface reconstruction was used following [13,14], so that droplet formation and ejection away

from the liquid jet can be captured.
At the outflow Neumann boundary conditions for the velocity and the pressure are prescribed. Setting

the pressure to zero at the top and the bottom boundaries and interpolating the tangential velocities

constantly allows for mass entrainment. Periodic boundary conditions are applied in the homogenous

direction. The generation of inflow conditions is explained in Section 4.

While in DNS the numerical resolution is sufficiently fine so as to resolve all scales of motion and scalar

that carry significant energy, in the large eddy simulation approach one only resolves those eddies that are

large enough to contain information about the geometry and dynamics of the specific problem under in-

vestigation, and regards all structures on a smaller scale as ‘‘universal’’ following the viewpoint of Kol-
mogorov. The LES equations are therefore derived by applying a filter function to Eqs. (1)–(3). This

filtering process separates out the effects of the highly geometry dependent large scales from the more

universal small scales to be modeled by a subgrid scale model. For details, see [15]. Therefore, these large

scales are also inhomogeneous and directly affected by the boundary conditions.

3. Conventional generation of inflow conditions

The conventional way to generate turbulent inflow data is to take a mean velocity profile with super-

imposed fluctuations. Using the numerical technique described in Section 2 we performed in [16] a simu-

lation of a plane jet at Reynolds numbers varying in the range from 1000 to 6000. Although the results

compared well with experimental data for self similarity profiles, the jet spreading rate was underpredicted

by approximately 20%. The most probable explanation for this discrepancy seemed to be the use of non-

realistic inflow conditions.

In Fig. 1 we compare the axial evolution of the longitudinal velocity fluctuations from three simulations,

which differ only in the inflow boundary conditions. A mean velocity profile from a channel flow simu-
lations has been used with superimposed: (1) zero fluctuations, (2) random fluctuations and (3) fluctuations

from an external channel flow DNS.

It can be seen that due to a lack of energy in the low wave number range, the pseudo turbulence is

immediately damped to zero, and the result is identical with a laminar inflow. Therefore this is not a very

good method for generating inflow data. This explains a certain independence of the fluctuation level on the

simulation results, when using �white noise� fluctuations. In consideration of this fact the choice of laminar
inflow conditions seems to be superior to the random fluctuation approach. Additionally if an iterative

solver is used, the number of iterations can be reduced dramatically, see for example [17]. The use of real
turbulence, e.g. from an auxiliary simulation, at the inflow shows a complete different behavior. In this case

the fluctuation level is maintained and increases up to the end of the potential core where the shear layer has

penetrated into the jet up to the centerline. Unfortunately the spreading rate remained still considerably

underpredicted.

In the framework of two phase flow, atomization of liquid jets is of fundamental interest for the au-

tomotive industry, gas turbines, medicine, agriculture, etc. Several mechanisms for the disintegration of

turbulent jets have been proposed by various workers (see [18]). However, the physical phenomena leading

to the disintegration of jets are still not very well understood. Examples include the assertion that atom-
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ization is due to aerodynamic interaction between the liquid and the gas, leading to unstable wave growth

on the jet surface, or alternatively that the breakup process starts within the nozzle itself and is strongly

influenced by turbulence. So the influence of the inflow conditions is closely connected to the influence of

the turbulence inside the nozzle on the primary jet breakup, which is for itself an outstanding question. In

the following we present a new approach to investigate these aspects and to improve the jet spread pre-

diction.

4. Improved approaches to generate artificial inflow data

An usual approach for the generation of artificial inflow data is to produce a velocity signal which has

certain statistical properties, which may for example be known from experimental data. Such quantities are

mean values, fluctuations and cross correlations, higher order moments, length and time scales, energy

spectra, etc. Such a procedure can be splitted in two parts:

1. First a provisional three-dimensional signal Ui is generated for each velocity component which pos-

sesses a prescribed two point statistic (length scale, energy spectra). If there would only be the need
to obtain homogenous turbulence the procedure could stop here.

2. If cross correlations between the different velocity components have to be taken into account a method

proposed by Lund et al. [4] can be used. First defineUi so that Ui ¼ 0;UiUj ¼ dij and then perform the

following transformation: ui ¼ �uui þ aij Uj with

aij
� �

¼
R11ð Þ1=2 0 0

R21=a11 ðR22 � a221Þ
1=2

0

R31=a11 ðR32 � a21a31Þ=a22 R33 � a231 � a232
� �1=2

0
BB@

1
CCA: ð5Þ

Here ð�Þ denotes an appropriate averaging procedure, Rij the correlation tensor which may be known

from experimental data and ui the finally needed velocity signal.
A method for solving part 1 has first been proposed by Lee et al. [9]. The idea is based on an inverse

Fourier Transform and will be illustrated by a one-dimensional example.

4.1. Inverse Fourier transform by Lee et al. [9]

Let�s suppose a discrete signal uk is given in physical space, then the Fourier Transform defines uniquely
the corresponding signal Un in wave number space.

uk ¼
1

N

XN�1

n¼0
Une

2pikn=N ; ð6Þ

The Un; n ¼ 0; . . . ;N � 1; are complex numbers which can be written as Un ¼ jUnj 	 eiUn with a phase angle

U 2 ½0; 2pÞ. According to Parseval the energy of the signal is given by

XN�1

n¼0
EðnÞ :¼ 1

N

XN�1

n¼0
jUnj2 ¼

XN�1

i¼0
juij2; ð7Þ

which yields a connection between the absolute value of Un and the energy spectrum which is a fundamental

quantity in the theory of turbulence: jUnj � EðnÞ1=2. If EðnÞ is given and one chooses a random angle Un, an

inverse Fourier Transform yields obviously a velocity uk with the prescribed spectrum EðnÞ.
Although the usefulness of this method has been demonstrated for the simulation of a backward facing

step [19] or for the DNS of a plane turbulent jet [1,20] it possesses some disadvantages. First, programming
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this method is relative complex, because in the three-dimensional case, complicated symmetry conditions

for the complex coefficients Un have to be fulfilled in order to guaranty that the inverse Fourier Transform

yields a real field. Different spectra in different coordinate directions add an additional complexity and it is

not clear if it is possible to use different spectra at different flow locations. The use of the Fourier Transform

leads to some additional restrictions. The grid has to be cartesian and equidistant. The signal which is

obtained from the above procedure is periodic. To eliminate this mistake (in axial/temporal direction) the

angles Un must be modified by a small amount at random times. If the modification is small, the signal is

nearly periodic; if the modification is large, the energy spectrum deviates from the target (see [9]).
A problem which cannot be seen from the above description is that one needs a three-dimensional energy

spectrum which is difficult to determine experimentally and rarely done nowadays. In [9] a model spectrum

representative for isotropic turbulence has therefore been used,

EðkÞ � k4 exp � 2ðk=k0Þ2
� �

with the wave number vector k;

k ¼ k21 þ k22 þ k23
� �1=2

k0 ¼ peak wave number:
ð8Þ

Even in the case formula (8) can be regarded as a good approximation of the flow, the question how to

choose k0, cannot be uniquely answered. The biggest disadvantage, but also the most difficult to correct, is
the randomness in wave number space. Le and Moin [19] report that in the case of a channel flow simu-

lation 20 boundary layer thicknesses were required to recover the correct skin friction.
We now present a new approach which has some advantages over the above described method. It is

based on digital filtering of random data, following the work of [21].

4.2. New concept of inflow data generation: digital filters

Guideline for the development was the practicability, which means that only statistical quantities should

be used which can be obtained with reasonable experimental expenses, or alternatively from heuristical

estimates. Therefore correlation functions or length scales seem to be adequate alternatives.

In order to create two-point correlations, let rm be a series of random data with rm ¼ 0; rmrm ¼ 1, then

um ¼
XN
n¼�N

bnrmþn ð9Þ

defines a convolution or a digital linear non-recursive filter. The bn are the filter coefficients and N is

connected to the support of the filter. Because rmrn ¼ 0 for m 6¼ n if follows easily

umumþk

umum
¼

XN
j¼�Nþk

bjbj�k

XN
j¼�N

b2j

,
; ð10Þ

that means a relation between the filter coefficients and the autocorrelation function of the um. Two
questions have to be answered: How can this procedure be extended to three dimensions and how is it

possible to invert formula (10). By the convolution of three one-dimensional filters one obtains a three-

dimensional filter what answers the first question

bijk ¼ bi � bj � bk: ð11Þ

To find an answer to the second problem, let�s suppose an autocorrelation function is given, i.e.
umumþk=umum. Then it is possible to obtain the coefficients bn by a multidimensional Newton method. The
procedure can be taken from a standard textbook and needs no further comment.
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In contrast to the knowledge of the full autocorrelation function one has often an intuitive feeling for the

length scale of a flow. Therefore we propose a further simplification, which is especially preferable from an

engineering point of view: Instead of Ruuðx; rÞ, where r denotes a distance vector and r ¼ jrj, only an integral
value, the length scale, should be prescribed. This implies the assumption of a special shape of Ruu. For the

case of homogeneous turbulence in a late stage, it can be shown [22] that the autocorrelation function takes

for a fixed time the form

Ruuðr; 0; 0Þ ¼ exp
�
� p r2

4L2

�
with L
�

¼ LðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pmðt � t0Þ

p �
: ð12Þ

This functional dependance fulfills some basic properties like Ruuð0Þ ¼ 1, limr!1 RuuðrÞ ¼ 0, and the length
scale L can easily be prescribed. In particular an explicit representation of the filter coefficients has been
found. Suppose Dx is the grid spacing and L ¼ nDx the desired length scale, then we can write in discretised
form

umumþk

umum
¼ RuuðkDxÞ ¼ exp

 
� p ðkDxÞ2

4 ðnDxÞ2

!
¼ exp

�
� pk2

4n2

�
ð13Þ

with the filter coefficients

bk � ~bbk
XN
j¼�N

~bb2j

 !1=2,
and ~bbk :¼ exp

�
� pk2

2n2

�
: ð14Þ

Formula (14) is only approximatively valid, but numerically the following error estimate can be given

max
k

exp

������ � pk2

4n2

�
�
XN

j¼�Nþk

bjbj�k

XN
j¼�N

b2j

, �����6 0:001 for N P 2n and n ¼ 2; . . . ; 100: ð15Þ

The last inequality means the support of the filter should be large enough to capture twice the length scale,

which anyway makes sense, because otherwise the correlation is truncated to zero before approaching the

x-axis.
If a spatial dependence of the bk is allowed, it is even possible to vary the length scale spatially, simply by

applying different sets of filter coefficients at different positions of the grid. For example in a wall bounded

flow, the wall normal length scale has to go to zero when approaching the wall. But it must be mentioned

that a strong variation of the length scale leads to a deviation of the correlation function from the Gauss

shape. The reason is that formula (10) assumes constant filter coefficients. Further distortions can result
from Lund�s transformation in part 2, but are normally small.
An algorithm for generating inflow data on-the-fly (for equidistant time stepping) may look like this

(alternatively one can generate a large volume of data, store it and convect it through the inflow plane by

applying Taylors hypothesis):

(a) Choose for each coordinate direction corresponding to the inflow plane a length scale

Ly ¼ nyDy; Lz ¼ nzDz and also a time scale Lx (or, again by Taylors hypothesis, a length scale). Choose

also a filter width according to the condition Na P 2na; a ¼ x; y; z (see (15)).
(b) Initialize and store three random fields Ra; a ¼ x; y; z of dimensions ½�Nx : Nx;�Ny þ 1 :
My þ Ny ;�Nz þ 1 : Mz þ Nz�, where My �Mz denotes the dimensions of the computational grid in the

inflow plane.

(c) Calculate the filter coefficients bði; j; kÞ according to formulas (14) and (11).
(d) Apply the following filter operation for j ¼ 1; . . . ;My ; k ¼ 1; . . . ;Mz
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Uaðj; kÞ ¼
XNx

i0¼�Nx

XNy

j0¼�Ny

XNz

k0¼�Nz

bði0; j0; k0ÞRiði0; jþ j0; k þ k0Þ: ð16Þ

The result yields the two-dimensional arrays of spatially correlated data Ua; a ¼ x; y; z
(e) Perform the coordinate transformation (formula (5)) resulting in uaðj; kÞ.
(f) Copy ua to the inflow plane.

(g) Discard the first y; z-plane of Ra and shift the whole data: Raði; j; kÞ :¼ Raðiþ 1; j; kÞ. Fill the plane
RaðNx; j; kÞ with new random numbers.

(h) Repeat the steps (d)–(h) for each time step.

To demonstrate the performance of the method, DNS data of a plane channel flow is prescribed together

with an arbitrary chosen correlation function. Fig. 2 shows the validation of the procedure. For reasons of

clarity v0v0;w0w0 are omitted from the plots. The results have been averaged over approximately 100 events.

This approach is easily adaptable to experimental data, the length scale can be defined locally for each
coordinate direction; the generated signal must not be periodic, but can be; the number of grid points is

arbitrary. In addition the method is easy to code.

But it must be mentioned that the new method is also based on the reproduction of statistical data and

contains no further physical information. Sometimes we had been asked if the generated velocity field is

divergence free. Concerning this point it can be said that in the case of inflow data one cannot speak of

divergence because the derivative in axial direction is not defined. Therefore by default our velocity field is

not divergence free. But like in [9], it would be easily possible to generate a three-dimensional field and

then to perform a projection. Finally this could be convected through the inflow plane using Taylor�s
hypothesis.

The following section shows in two examples the strong influence of the inflow data on the simulation

results and demonstrates the applicability and the usefulness of the new method.

5. Application of the new approach

The first example studies the planar turbulent jet in the Reynolds number range from 1000 to 6000. The
simulations are three-dimensional. In the second example we deal with two immiscible fluids in order to

Fig. 2. Validation of the method: plane channel flow.
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study the mechanisms that lead to primary breakup of a liquid jet. Here the simulations are two-dimen-

sional. The influence of the turbulence on the modulation of the liquid sheet interface is pointed out.

5.1. Direct numerical simulations of plane jets at moderate Reynolds numbers

Turbulent jets have been the subject of experimental and numerical works for over 40 years, because they

are often used for the evaluation of physical models. For the axisymmetric jet the very extensive mea-

surements of [23] have been the standard round jet data for a long time. Later it was discovered by using

numerical methods, that the far field data of Wygnanski and Fiedler have not satisfied the constraint of the

integrated axial momentum equation and that this discrepancy has been due to the semi-confined enclosure

[24]. Nearly two decades later detailed measurements with more suitable measurements techniques have

been carried out. In contrast to the round jet, according to [24], detailed results newer than those from
Gutmark and Wygnangski [25] (denoted GW in the following) are not available for the plane jet, but in

view of the above mentioned findings for the axisymmetric jet, the data of GW must be also cast in doubt

([24]). Furthermore, there is little work about free jets at moderate Reynolds numbers.

Many experimental studies use a contraction nozzle and therefore report a top-hat profile for the mean

velocity. In combination with the inflow generator this yields a more realistic inflow boundary condition, as

we will see below. For the simulations carried out here, velocity profiles with a fluctuation level of 2% have

been generated by the procedure presented above. These fluctuations were superimposed to a smoothed top

hat profile (17) as in [26]

�UU ¼ U0
2

þ U0
2
tanh

z
2h

� �
; ð17Þ

where h denotes the shear layer momentum thickness and was set to D=h ¼ 20 with the nozzle width D. The
extension of the computational domain in axial (x), homogenous (y) and vertical (z) direction is

20D� 8D� 20D. The computational domain is resolved with 257� 64� 512 � 8:4� 106 grid points,
where the nozzle is resolved with 50 cells and the grid is stretched at the lateral boundaries.
Due to the observation, that the distribution of the kinetic energy from the inflow data onto different

length scales has an important impact on the evolution of the jet at least in the near field, we studied this

influence systematically. Under the assumption that the autocorrelation function has a Gaussian shape, it is

now very simple to produce inflow data with different length scales. In Fig. 3 the length scale has been

varied in the range from 1=6D; 2=6D; 4=6D. As perhaps expected the jet spreading rate increases, the more
kinetic energy is put into the large scales.

Comparing the axial evolution of the longitudinal fluctuations in Fig. 3 with the random fluctuations in

Fig. 1 it is obvious that the data from the inflow generator is much closer to real turbulence.
In the following the far field results for the turbulent jet with Re ¼ 4000 are summarized. The length scale

at the inflow was set to 1=3D. The data has been averaged over approximately 10 flow through times based

Fig. 3. Influence of different length scales (imposed at the inflow) on the development of a plane jet: velocity decay (left), velocity

fluctuations (right).
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on a mean axial velocity. Because the outflow boundary conditions have an upstream influence on the jet,

all quantities are evaluated only for x=D6 15. The presented results are normalized with the local centerline
velocity Ucl and the jet half-width z1=2. They are compared with the experimental findings of GW [25] and

Namer €OOt€uugen [27], denoted in the following N€OO. As already mentioned, the results of GW for the plane

jet, must be cast in doubt at least for the longitudinal fluctuations. Unfortunately in the newer data set of

N€OO performed for Re ¼ 1000–7000 compared to Re ¼ 30,000 in GW, the fluctuations Vrms;Wrms as well as
the shear stress are not included. This explains the comparison of our simulation results to different data

sets.

Fig. 4 (left) shows the axial mean velocity. It is very well represented by a Gaussian profile (18)

UðzÞ
Ucl

¼ exp
"
� C

z
z1=2

� �2#
ð18Þ

with C � 0:68 and agrees well with the data of N€OO. Compared to GW a notable discrepancy is found for

z=z1=2 P 1:5.
The presented profiles are as usual normalized with Ucl and z1=2, due to the assumption that the jet

reaches a self similar state. Furthermore it is believed that the centerline velocity decays like

U0
Ucl

� �2
¼ Cu

x
D

�
� Cu;0

�
ð19Þ

and the jet spreads linearly with x, i.e.

z1=2
D

¼ Cz
x
D

�
� Cz;0

�
: ð20Þ

To judge the absolute error it is therefore necessary to compare also the velocity decay constant Cu and the

jet spreading rate Cz to experimental data. Fig. 4 (right) shows that over the whole Reynolds number range

the agreement is very satisfactory.

For the axial velocity fluctuations shown in Fig. 5 (left), the situation is different. The DNS supports the

observation mentioned in [24] that the results of GW were about 20% too high, whereas a good agreement

with N€OO was found. Fig. 5 (right) shows the shear stress. Good agreement is also obtained for the other
velocity components, not shown here.

5.2. Two-dimensional DNS of primary breakup of a liquid jet

As mentioned above, the atomization can be due to aerodynamic interaction between the liquid and the
gas, leading to unstable wave growth on the jet surface, or alternatively the breakup process can start within

the nozzle itself and is strongly influenced by turbulence. Probably no single mechanism is responsible.

Fig. 4. Normalized axial mean velocity (left). Velocity decay constant Cu and jet spreading rate Cz (right).
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Whereas linear stability analysis can help to understand the first mentioned mechanism (see for example

[28]), the influence of turbulence on the disintegration of a liquid jet is more difficult to analyze. In the

following we investigate this by generating inflow data with different length/time scales, different fluctua-

tions levels and different mean velocity profiles. The effects of these physical parameters on the modulation

of the jet interface in the simulations are compared by means of a Fourier Transform which gives an in-
formation about the wavelength on the jet interface and by evaluating the averaged volume concentration F
which can be regarded as a measure for the deflection of the interface. The extension of the computational

domain in axial (x) and vertical (z) direction is here 20D� 10D and is resolved 800� 400 grid points. The
Reynolds number was set to 4500.

5.2.1. Influence of fluctuation level

To study the influence of the initial fluctuation level on the jet development, we generated velocity data

with a velocity profile intermediate between a top hat profile and a fully developed channel flow profile,

taken from the measurements of [29], together with a fixed length/time scales and varied only the fluctuation

level from 1% to 3%. Experimentally the wavelength can be determined by a Fourier Transform of a

greyscale picture, which contains no information about the amplitude of the distortion. Because our data
should later be comparable with experimental data we tried to imitate this procedure by eliminating the

amplitude from our results, then made a Fourier Transform of this normalized deflection of the interface

and averaged over 50 flow-through times. Fig. 6 shows the result. The mean amplitude is plotted over the

wavelength in nozzle diameters and it can be clearly seen that the distribution of the energy on different

wavelength is constant in all cases. The optimum wavelength is approximately 0.65 nozzle diameters. From

the averaged volume concentration function it can be concluded that higher turbulence intensities lead

obviously to a stronger excitation.

5.2.2. Influence of different length and time scales

It is more interesting to study now the influence of different energy spectra at the inflow. This can be

easily achieved with the inflow generator by varying the length/time scales. The same velocity profile as

Fig. 5. Normalized longitudinal velocity fluctuations (left). Normalized shear stress (right).

Fig. 6. Influence of the turbulence intensity on primary breakup.
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above has been used. Fig. 7 shows that obviously larger time and length scales lead to a stronger excitation

of the jet interface, what can be seen from the averaged volume concentration function, but astonishingly

the shape of the spectra is maintained.

5.2.3. Influence of the mean velocity profile

For all investigated cases the mean velocity profile had the most important influence on the modulation

of the jet interface. Fig. 8 compares two simulations with a top hat profile and the mean velocity profile

described above, respectively. The wavelength for the top hat case is obviously larger compared with the
simulation with the channel flow profile, but the excitation of the jet is much stronger in the last case. This is

in agreement with the experimental findings of [30] who reported that primary breakup is nearly entirely

suppressed, when using a so-called cutter in order to remove the boundary layers of the flow.

6. Conclusions

A new method for generating pseudo turbulent inflow velocities has been developed, tested and applied
to two test cases. The method is based on digital filtering of random data and is able to reproduce a

prescribed second order (one point) statistic as well as autocorrelation functions. It is easy to implement

and provides some advantages over the classical approach using inverse Fourier Transform. In particular

this approach is easily adaptable to experimental data, the length scale can be defined locally for each

coordinate direction; the generated signal must not be periodic, but can be.

With reference to the plane turbulent jet it is found that the inflow data have a very strong and long

living effect on the jet characteristics (here observed until the end of the computational domain). For ex-

ample the value of the jet spreading rate can reach from 0.8 for a channel flow profile to more than 1.1,
using the smoothed top hat profile together with adequate fluctuations. The agreement with experimental

findings is very satisfactory and is, in the opinion of the authors, not possible without using the inflow

generating procedure.

Fig. 7. Influence of different length/time scales on primary breakup.

Fig. 8. Influence of different mean velocity profiles on primary breakup.
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Concerning the simulation of the liquid sheet, it is possible to study the influencing factor of single

properties of turbulence on the evolution of the interface. This is very difficult to achieve experimentally. In

fact, if for example the nozzle geometry is changed, in order to obtain a different mean velocity profile, it is

probable that also the length scale and turbulence intensities of the flow vary from the original configu-

ration. This makes it difficult to distinguish between different effects. Using the new approach this study has

successfully been performed and yielded physically consistent prediction results.
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